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ABSTRACT
Shared decision making (SDM) plays a vital role in clinical prac-
tice guidelines, fostering enduring therapeutic communication and
patient-clinician relationships. Previous research indicates that ac-
tive patient participation in decision-making improves satisfaction
and treatment outcomes. However, medical decision-making can be
intricate and multifaceted. To help make SDM more accessible, we
designed a patient-centered Artificial Intelligence (AI) SDM system
for older adult cancer patients who lack high health literacy to be-
come more involved in the clinical decision-making process and to
improve comprehension toward treatment outcomes.We conducted
a pilot feasibility study through 12 preliminary interviews followed
by 25 usability testing interviews after the system development,
with older adult cancer survivors and clinicians. Results indicated
promise in the AI system’s ability to enhance SDM, providing per-
sonalized healthcare experiences and education for cancer patients.
Clinician responses also provided useful suggestions for SDM’s
new design and research opportunities in mitigating medical errors
and improving clinical efficiency.

CCS CONCEPTS
• Human-centered computing → Accessibility systems and tools;
Visualization toolkits; • Social and professional topics→ Seniors;
• Information systems → Personalization; Presentation of
retrieval results; • Applied computing→ Health care infor-
mation systems.

KEYWORDS
Shared Decision Making; Clinical Decision Making; Older Adults;
Cancer Care; Risk Communication
ACM Reference Format:
Yuexing Hao, Zeyu Liu, Bob Riter, and Saleh Kalantari. 2024. Advancing
Patient-Centered Shared Decision-Making with AI Systems for Older Adult

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’24, May 11–16, 2024, Honolulu, HI, USA
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0330-0/24/05. . . $15.00
https://doi.org/10.1145/3613904.3642353

Cancer Patients. In Proceedings of the CHI Conference on Human Factors in
Computing Systems (CHI ’24), May 11–16, 2024, Honolulu, HI, USA. ACM,
New York, NY, USA, 19 pages. https://doi.org/10.1145/3613904.3642353

1 INTRODUCTION
Patients with limited medical knowledge often have difficulty ac-
cessing healthcare and understanding their treatment plans. The
recent COVID-19 pandemic, along with other stresses on the health-
care system, have further contributed to resource constraints, in-
creased patient load, and heightened anxiety among patients and
clinicians. These circumstances hinder the provision of compre-
hensive healthcare information and support, especially for older
adult patients with low health literacy [46]. The inability to com-
municate fully and at length with clinicians and to understand the
impact of various treatment options can present a barrier to older
adult patients’ involvement and reduce their feelings of dignity and
agency, while making it harder to reach effective decisions that
meet patients’ particular needs and circumstances [91].

Shared decision-making (SDM) is a valuable approach in health-
care that promotes active collaboration between clinicians and
patients to help overcome these barriers [41]. However, complex
medical decisions, time constraints, patient obstacles, and resource
limitations can hinder effective SDM. The time sensitivity of some
decisions can create imperatives that reduce patients’ opportunities
for learning and reflection. Many clinicians today are extremely
pressed for time, partly due to the staff shortages that remain in the
wake of the pandemic and the worsening clinician-to-patient ratios
in many healthcare settings [76]. As a result of these time pressures
and limited communications training, many clinicians are unable to
pursue effective SDM practices. Patients also sometimes confront
obstacles that may limit their ability to rationally evaluate potential
benefits and risks, and strained healthcare providers may not have
adequate funding, staffing, or communications training to engage
in detailed SDM processes [22]. In recent years, there has been a
growing recognition of the need to shift toward patient-centered
decision-making models [7, 59, 64, 73], which indicates that when
patients actively participate in the decision-making process it leads
to higher satisfaction levels and improved treatment outcomes [53].
The SDM approach is a part of this conceptual shift.

New technologies provide intriguing modalities for stepping
into this gap to help promote SDM, particularly when it comes to
enhancing communication between highly specialized professional
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healthcare providers and their patients [31]. While not a substitute
for patient–clinician interactions, SDM-based technological plat-
forms can be suitable in some cases to help patients learn about
their options in more detail and better understand the potential
consequences of treatment choices, while easing pressure on clini-
cians’ communication skills [4, 43]. Artificial Intelligence (AI) has
the potential to be implemented during SDM as a means of better
tailoring information and treatment plans to specific patient cir-
cumstances [8, 16, 55, 85]. This is in alignment with the goal of a
more transparent and evidence-based healthcare system that takes
into account personal factors in the process of finalizing clinical
treatment decisions. The role of AI in this process is to serve as an
assistive technology for patients, as well as their family members or
guardians, to deliver tailored presentations of concepts specifically
relevant to the patient’s case, and to help clarify complex medical
terminology [72].

In the current paper, we present two studies that were conducted
to evaluate the effectiveness of an SDMAI system system prototype.
In Study 1, we conducted 12 one-on-one interviews with older adult
patients and clinicians, to better understand their needs as related to
the clinical SDM process. In Study 2, we designed a prototype SDM
AI system focused on treatment decisions for older adult cancer
patients. We then engaged in 25 one-on-one usability interviews
with older adult cancer survivors and cancer-related clinicians or
healthcare providers. This evaluation sought to assess the ease
of use of the prototype system and its potential effectiveness in
facilitating the SDM process within the context of cancer care.

Through these two studies, we aimed to comprehensively under-
stand the needs and perspectives of older adult cancer patients and
cancer-related clinical providers. By combining qualitative inter-
views and usability evaluations, we addressed three main research
questions:

RQ1: How can the clinical SDM process becomemore effective in
improving communications and relationships between older adult
cancer patients and clinicians?

RQ2: Will older adult cancer patients and clinicians accept the
SDM AI System as readily usable within the context of their shared
decision-making processes for cancer treatment?

RQ3: How do older adult cancer patients and clinicians perceive
the SDM AI system as augmenting clinical effectiveness?

Exploring the answers to understand the specific needs and chal-
lenges faced by older adult cancer patients and clinicians during the
difficult decision-making process, we grounded the system’s devel-
opment in an aging patient-centered design approach. The primary
contribution of the paper shows that the SDM process is feasible
to optimize older adult cancer patients and clinicians’ therapeutic
communication and relationship by contributing to well-tailored
treatment plans and promoting patient engagement and compliance.
A secondary contribution is that the SDM patient-centered AI sys-
tem could elevate cancer healthcare experience, helping older adult
cancer patients to feel more empowered and knowledgeable with
their treatment plans. Furthermore, our work contributes to the
field of SDM to enhance resource allocation, by alleviating time pres-
sures on clinicians and fostering better therapeutic patient-clinician
relationships.

2 BACKGROUND AND RELATEDWORK
2.1 The Effectiveness of SDM in Clinical

Practice
The clinical decision-making process has historically placed greater
emphasis on the role of healthcare providers in determining the
course of action, often overlooking the vital roles and perceptions
of patients themselves. This oversight is particularly striking con-
sidering that patients are the ultimate recipients of the decisions
made during their healthcare journeys [11, 14, 38]. By relegating
patients to being passive recipients of care, healthcare systems
risk undermining the principles of autonomy, empowerment, and
respect, as well as potentially overlooking important aspects of
patients’ lives that may contribute to treatment adherence and to
healthcare outcomes [61, 88].

To facilitate effective SDM, various systems and strategies have
been developed and implemented. These may include broad clinical
decision support systems (CDSSs), which often assist in forming
diagnoses as well as in treatment comparisons; and specific pa-
tient decision aids (PDAs), which provide up-to-date information
about risks, benefits, and potential outcomes associated with dif-
ferent treatment options [5, 27, 51, 69, 71, 79, 94]. Such decision
support systems can be in the form of paper-based materials, online
resources, or interactive applications, all aimed at enhancing pa-
tient engagement, information sharing, and collaborative decision-
making [16, 21, 95–97]. Various criteria and evaluation metrics are
developed to elevate the quality and efficacy of patient decision
aids, such as International Patient Decision Aids Standards (IPDAS),
Interprofessional Shared Decision Making Model (IP-SDM), which
help establish a shared, evidence-informed framework, complete
with a set of criteria for enhancing their content, development,
implementation, and assessment [1, 50, 89].

Previous studies have highlighted areas for improvement in the
implementation of SDM. Of particular concern is research indicat-
ing that patients sometimes fail to fully understand the risks and
potential benefits of various treatment options. This indicates trou-
bling communication failures and a need for more comprehensive,
well-paced, and open conversations, including room for patient
reflection and questions. Researchers have also found a lack of as-
sessment regarding the patient’s level of understanding, which may
result in misperceptions going unaddressed [12, 75].

2.2 Engagement of Older Adult Cancer Patients
in Cancer Decision Making

Patients aged 70 years and older constitute 42% of the total can-
cer patient population [82]. Older adult cancer patients have a
complex decision-making process, with a higher likelihood of co-
morbid conditions and declines in health status associated with
aging [29, 52, 65]. The older adult cancer patients’ decision-making
is influenced by several factors, including the clinician’s recom-
mendation, trust in the clinician, communication with the clinician,
expectations regarding potential side effects, and the treatment ex-
periences of close contacts [52, 78]. Additionally, decision-making
for older adult cancer patients is situated within a social context,
wherein other individuals, particularly family members, caregivers,
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and healthcare providers, contribute insights and perspectives on
behalf of the patients [30].

There are age differences in patients’ preferences for participa-
tion in cancer treatment decision-making [29]. In a 2004 systematic
review, 81% of the older patients want to receive relevant infor-
mation regarding their illness and treatment, but in a language
they understand, free of medical jargon, and at a speed that allows
them to process this material [77]. Multiple research studies have
shown that clinical SDM practices can enhance patients’ healthcare
experiences, improve health outcomes, and contribute to better re-
lationships between patients and clinicians [32, 40, 74, 83]. Some of
the noted benefits include “improvement in knowledge, increased
risk perception, decreased decisional conflict, and an enhancement
in participation” [69]. These benefits are particularly significant for
patients with chronic disease, who may face complex treatment
decisions and require additional support to make informed choices
[42, 68].

2.3 Potential Uses of AI in SDM
Integrating AI into the SDM process holds tremendous potential
for improving SDM’s effectiveness [80]. The potential benefits are
mostly related to leveraging AI’s data processing capabilities for
the purpose of personalized recommendations and tailored patient
education [71, 72, 92]. Previous research showed AI systems’ ability
to assist patient-centered clinical decision-making [18, 37]. The AI
systems with feature selection offer clinicians summarization of
quantitative analysis, including predicted decision-making and ex-
planations based on salient features, supporting consistent decision-
making [54, 67].

Based on patient-specific characteristics, AI can generate person-
alized treatment recommendations, leveraging machine learning
algorithms to consider a patient’s medical history, family history,
genomic profile, comorbidities, and treatment preferences, among
other factors [15, 17, 19, 63]. While these outputs need to be care-
fully reviewed by clinicians, they can incorporate the most up-to-
date healthcare information, ensuring that discussions are based
on the most current and relevant evidence [98]. They can also ac-
count for detailed individual patient factors that harried clinicians
may sometimes overlook. This empowers patients and healthcare
providers to consider a wider range of treatment options and make
choices that align with the best available evidence [39]. In addition
to its potential role in helping create personalized treatment plans,
AI can also be used to develop information presentations tailored to
a patient’s specific medical needs and knowledge level, which may
be more effective than generalized informational literature [45].

AI is used commonly in lots of clinical settings and spaces
[3, 18, 66, 90]; however, there are significant challenges for apply-
ing AI in SDM contexts [20, 34, 56]. Especially when working with
older adult patients, there is a concern about difficulty in using or
feeling comfortable with the new technology [44, 60]. This could be
a particular concern if future widespread use of AI-based technolo-
gies leads other information modalities to become rarer and more
difficult to access. The anticipation of sophisticated AI systems has
also raised concerns about when clinicians might choose not to use
them or make decisions contrary to the system’s recommendations,
potentially placing the burden of proof on the clinician deviating

from AI guidance [13, 70]. Multiple concerns also exist about trans-
parency, accountability, responsibility, and liability in relation to
these new technologies when they are applied to high-uncertainty
and high-stakes clinical decision-making [26, 86].

3 METHODS
The project was divided into two studies. In Study 1, we conducted
preliminary interviews to evaluate the perspectives of older adult
cancer patients and clinicians regarding the SDM process and ways
in which technology might improve it. In Study 2, we developed
a prototype SDM AI system, which we called “i-SDM,” and then
conducted usability interviews with older adult cancer patients
and clinicians to evaluate its perceived utility. The interviews for
both studies were conducted remotely via Zoom. In both studies,
the primary outcome variable that we considered was impacts on
patient satisfaction, with a secondary outcome variable of perceived
likely impact on clinical decision quality.

The study procedures were approved by the university’s Insti-
tutional Review Board (IRB) prior to any research activities. Fol-
lowing IRB approval, a targeted recruitment approach was used
to reach out to potential participants who were older adult can-
cer patients/survivors (≥ 60 years of age) or clinicians working
in cancer-related care. Invitations to participate in the study were
distributed via e-mail lists and through university’s social media
platforms. This included the lists of local senior centers, cancer care
centers, senior housing groups, and the university’s medical school.
Each participant received a $10 gift card as compensation for their
time. A demographic snapshot of the study participants based on
their self-reported data is provided in Tables 1-2 and 4-5.

All of the interview questionswere open-ended.We video-recorded
and later transcribed the interviews in both studies, and used the-
matic analysis to identify central topics of interest shared by the par-
ticipants. This involved individual coding by multiple researchers,
iterative comparisons of the individual coding results, and identify-
ing the common themes that emerged during coding. The coders
met multiple times to compare their evolving codes and definitions,
ultimately creating a consensus coding schema. The first author
then applied this finalized schema during the focused coding of
the transcripts. Regular discussions with the other authors took
place to clarify the emerging themes. Excerpts associated with
these themes were reviewed, and descriptions were written for
each theme, forming the basis for this paper’s findings.

4 STUDY 1: INVESTIGATING THE SDM NEEDS
OF OLDER ADULT PATIENTS

To answer RQ1: SDM’s role in enhancing therapeutic commu-
nications and relations, we conducted twelve semi-structured,
one-on-one interviews were conducted with 7 older adult patients
with chronic diseases (4 women, 3 man, mean age 72.14, SD =
2.29) and 5 clinicians (mean years of practice 12, SD = 10.20), to
understand their needs in the clinical decision-making process.

Our participant sample for Study 1 included both cancer and non-
cancer chronic illness patients, and clinicians from varied medical
specialties. This was an intentional choice to help broaden repre-
sentation in the collected perspectives. We wanted to ensure that
factors relevant to medical decision-making for diverse patients
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Study 1 Patient
Participant ID Age Gender Education

Level Race/Ethnicity Cancer Type

P1 72 F M.S. Caucasian Non-Cancer Chronic Illness
P2 71 F M.S. Caucasian I stage Breast Cancer
P3 80 M M.S. Caucasian II stage Prostate Cancer
P4 67 M Ph.D. Caucasian I stage Prostate Cancer
P5 71 F M.S. Caucasian Non-Cancer Chronic Illness
P6 76 F Ph.D. Caucasian Non-Cancer Chronic Illness
P7 68 M Ph.D. Caucasian III stage Thyroid Cancer

Table 1: Study 1 patient participant profiles, including age, gender, education level, race/ethnicity group, and cancer type.

Study 1 Clinician
Participant ID Clinical Domain Experience SDM in Current Practice (%)

C1 Psychiatry 6 yrs 80
C2 Cancer 4 yrs 60
C3 Nursing 8 yrs 50
C4 Psychiatry 32 yrs 50
C5 Nursing 10 yrs 60

Table 2: Study 1 clinician participant profiles, including practice domain, years of clinical experience, and self-report SDM rate
in the current practice.

would be included in the i-SDM system, so that it could potentially
expand beyond cancer-specific applications. The inclusion of clini-
cian participants specializing in nursing and psychiatry also brings
valuable perspectives on managing the daily life and mental health
of patients, enhancing the overall breadth and depth of insights. The
interviews with older adult patients were divided into 5 question
categories, including demographics and basic health information,
previous SDM experiences, health literacy, perspectives on health
outcomes, and design recommendations for SDM systems. The
questions for clinician participants were divided into three cate-
gories, including clinical domains and experience, previous SDM
experiences, and design recommendations for SDM systems.

By asking the participants to suggest useful features for an SDM
system, we initiated a “co-design” approach, which involves the
active engagement and feedback of individuals who are likely to use
the designed technology [62]. For the patient participants, if any
difficulties in understanding clinical decisions were mentioned, we
specifically asked them to elaborate on the systems they used (if any)
to interpret and better understand the decision. This allowed us to
gain valuable insights into how the patients preferred to navigate
medical knowledge barriers, as well as the specific factors they
considered important to learn in understanding clinical decisions.
At the end of the interviews, we also asked the patients directly
for suggestions about technological systems that might be useful
during dialogues with their clinicians.

For the clinician participants, we first invited each of them to
share how they delivered one recent clinical decision to older adult
patients who lacked extensive medical knowledge, including what
information they provided and any educational systems or mate-
rials they used. We then asked the clinicians to describe a typical

SDM experience and discuss the difficulties or barriers they had en-
countered when engaging in dialogue with patients about medical
conditions and treatments. Finally, we also asked the clinicians for
their suggestions for technological systems to enhance the SDM
process.

One of the major goals of these preliminary interviews was to
elicit the open expression of opinions, experiences, and innovative
ideas regarding SDM technologies, so that the insights would not
be limited to a simple evaluation of predetermined features. Many
of the emerging ideas were used in our current prototype system
development (Study 2), but the open-ended interviews also yielded
some broader insights about barriers and techniques for optimizing
SDM, as presented in the Results section below.

5 STUDY 1 FINDINGS
A central finding in Study 1 was that the older adult patients faced
significant challenges in understanding their diagnoses and treat-
ment options. These patients expressed frustration and difficulty in
comprehending technical terminology associated with their medi-
cal conditions, leading to confusion and hampering their ability to
actively participate in collaborative decision-making. To address
this issue, both patients and clinicians highlighted the importance
of simplifying the technical language and providing comprehensive
explanations. Another factor that was frequently mentioned in the
clinician interviews was a lack of available time for engaging with
patients in adequate detail. In regard to specific technologies, a
majority (5 out of 7) of the patients volunteered that incorporating
visual aids, such as graphs and illustrations, into a technological
platform would greatly assist them in processing the information
communicated by their clinicians. In the clinician interviews the
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strongest concern that emerged about the technology was its use-
fulness in communicating high-quality, accurate information.

5.1 Treatment Management for Older Adult
Patients

The patients who participated in the study indicated that they had
already employed various technologies to manage their health,
including phones, computers, and other smart devices. All of the
patient participants reported using telehealth services as one of the
means through which they contacted their healthcare providers. A
representative quotation in this area was: “I spend a lot of time on
my computer, though I’m not an expert. But I don’t have any problems
[using the information technologies]” (P3, stage 2 prostate cancer
patient).

Six out of the seven patient participants reported that they gen-
erally adhered to their health professionals’ advice. However, the
majority also stated that they had strong opinions about their health-
care and wanted to make their own decisions. For example: “I try
to stay away from surgery as much as possible, and so I research al-
ternative approaches to things. When I found a reasonable alternative
approach, I always attempted it first” (P1, stage 3 thyroid cancer
patient). Our participant sample was well-educated, and in the in-
terviews they expressed a good understanding of what constituted
high-quality medical information. One stated: “I read the New York
Times every day, and they have a wellness section. There’s a lot of
good information in there. Or if I have a question about something
like my health or treatment, I know how to look things up and do
research” (P5, chronic illness patient). Another patient mentioned
being “leery of a lot of information on the Internet” (P1, stage 3 thy-
roid cancer patient) and thus valuing the guidance and assistance
of trained clinicians.

Despite this relatively high level of information competence,
many of the patient participants felt that they had knowledge gaps
about their treatment plans or what alternatives were available
for managing their diseases. This was particularly true regarding
potential harms and adverse effects of treatments, potential drug
interactions, and other safety issues. Five out of the seven partici-
pants said they felt that their health literacy was relatively weak
(P1-3, P5-6), and one patient participant said they were uncertain
about the effectiveness of the medications they were taking (P3,
stage 2 prostate cancer patient).

5.2 Clinician Views on SDM
The majority of the clinicians interviewed confirmed that they
viewed SDM as a valuable means of enhancing the management
of chronic illnesses among older adult patients. For example: “I
think the shared decision-making era is coming and like, in some
ways, we [clinicians] need to be involved to make sure that it is used
appropriately” (C2, cancer). The one clinician participant who did
not support the use of SDM cited time pressures as the reason
for not involving patients in the decision process: “there is a time
pressure on each patient visit that really makes it very difficult” (C5,
nursing).

For cancer clinicians’ decision-making process, clinicians gener-
ally follow a three-step process to identify and synthesize the list of
imperfect evidence to conclude a care decision: Clinicians first go

through patients’ cancer cases (e.g. examination results, electronic
health records (EHR), and previous medication history). Then they
“guesstimate”(C2, Cancer) the likely treatment outcome of a patient
population that shares some characteristics with their patient and
if necessary, seek out external research or other clinicians to affirm
the potential treatments. Thirdly, the follow-up visits with patients
to discuss and finalize the treatment options.

Despite their generally positive evaluation of SDM, the other
clinicians expressed some concerns, mostly related to patients’ abil-
ities to assess medical information objectively and analytically. This
included the potential for patients to fixate on treatments that of-
fered potentially transformative solutions while ignoring their low
chances of success and potential risks. Several of the clinicians also
expressed concern that miscommunications during the SDM pro-
cess might lead to inaccurate patient expectations, or to clinicians
not accurately understanding their patients’ goals. Finally, clini-
cians expressed concerns that patients might rely on poor-quality or
overgeneralized information resources when understanding their
conditions, and would not be able to evaluate the best evidence-
based approach for addressing their particular circumstances in a
treatment plan.

The clinicians indicated that the most useful form of SDM tech-
nology would be systems that could mitigate these issues by help-
ing patients to understand their suggested treatment options more
clearly: “Obviously, the communication . . . is where the technology
might be able to make a difference” (C3, nursing). The majority of
the clinicians felt that technology could potentially play a useful
role in SDM by reducing the workload involved in dialogue and
the struggle to explain medical concepts (it could “take load off ”
clinicians, according to participant C2). Clinicians also affirmed
that such technology-enhanced SDM would likely help to improve
patient adherence to treatment plans.

5.3 Design Strategies for the Prototype SDM AI
System

Combining the interview results from the patients and the clini-
cians, we identified ten factors that the participants believed were
important to include when engaging in SDM communication pro-
cesses. The clinicians gravitated strongly to four of the factors:
potential medical benefits or effects of treatment, potential risks,
detailed information about alternative options, and patient ages at
which the treatment was most valuable. Notably, some of the other
factors that multiple patients mentioned as significant for their
lives, including the cost of the treatment and the travel distance
required to access the treatment, were not mentioned by any of the
clinicians (Table 3).

These ten factors provided the basis for our initial design of the
prototype i-SDM tool. In addition, based primarily on the clinician
interviews, we established the following working principles for
issues that the tool is intended to address:

• Variability in patient situations and disease character-
istics. Many cancers are variable diseases, with different
stages and grades that require different treatment options.
They may also be interconnected with other diseases and
other aspects of a patient’s life. For a technological platform
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Table 3: Ten Important Factors in SDM Discussions of Medical Treatments.

to be useful in clinical SDM practice, it will need to incorpo-
rate a great deal of nuance in regard to specific information
pages that can be brought up for an individual patient, so as
to effectively address that patient’s situation without confu-
sion.

• Variability in desired patient engagement. Receptivity
to SDM and the desired depth of medical discussions may
vary widely for different patients. The technology will need
to be situated as one potential tool in the physicians’ arsenal,
to be judiciously used in situations where patients find it to
be desirable and helpful. It should also be able to provide
multiple “depth” levels, so that patients can receive either
basic information or more in-depth information depending
on their individual preferences.

• Time limitations in clinical care. The time constraints
that current healthcare systems place on clinical decisions
reduce the possibility of discussing treatment options with
patients in depth, even when demonstrably best medical
practices and clinician preferences would point toward the
greater use of SDM [9, 76]. Our platform may assist with
reducing communication burdens during SDM, but it should
be understood and designed as an enhancement, not a sub-
stitute, for clinician–patient relationships.

6 STUDY 2: DESIGN AND USABILITY
EVALUATION OF THE PROTOTYPE SDM AI
SYSTEM

6.1 Features of the i-SDM Prototype
The findings from Study 1, along with established design princi-
ples for AI-based clinical decision support systems and core SDM
elements, established a strong foundation for the development of

our i-SDM prototype. To design the SDM AI platform [24], we
first developed a conceptual schema using a double-diamond de-
sign diagram (Figure 1)[23], showing optimal patient involvement
[33, 48, 57, 61, 87]. In the first diamond (Figure 1, red arrows), clin-
icians are in charge of discovering the patients’ cancer diseases,
defining the health outcomes/goals, and identifying treatment op-
tions. Patients start to be involved in the decision-making after
the first diamond. In the second diamond, patients (Figure 1, green
arrows) are tasked with learning more about each clinical treatment
option and voicing their outlooks and preferences. After complet-
ing the two stages, clinicians and patients together finalize the
optimized clinical decision. During this SDM process, patients and
clinicians engage in in-depth discussions about the best available
evidence pertaining to the patient’s condition and/or treatment
options [81]. The primary objective is to incorporate their values,
preferences, and goals into the decision-making.

Based on the number of participants’ approved factors among the
ten important factors in Study 1 (Figure 3), we divided the factors
into three groups: a) survival rates, potential risks, and alternate
treatment options; b) average patient age for the treatment and
detailed treatment understanding; and c) pain degree, distance to
the treatment location, nursing service, and treatment fee. Then
we summarized the three groups into three main steps of the SDM
process: survival rates, side effects, and other factors. We began
with three active treatment options (surgery, radiation, and active
surveillance) and a an unrecommended base option of no treat-
ment. The i-SDM prototype focused on central usability features
such as the treatment-comparison format, the clear presentation of
risks and potential benefits, and a multi-stage design with increas-
ing levels of detailed information that enhances easy comparisons
between different treatment plans across central metrics.
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Figure 1: Double-diamond visualization of optimal patient involvement in the clinical decision-making process

6.2 Development and Deployment of the i-SDM
System

Our i-SDM system was specifically designed to assist in the second
diamond of the double-diamond decision-making process (Figure
1) by targeting the effective consideration of treatment options and
the presentation of those options to the patient. We applied multiple
operational ML models for this purpose, as discussed in the follow-
ing paragraphs. We also exclusively employed the "Wizard of Oz"
(WoZ) method for quality control in AI predictions for older adult
cancer patients, which helped to focus on refining system design
and optimizing the presentation of information to users. For the
purposes of usability evaluation in Study 2, the i-SDM prototype’s
interface was then populated with information for a hypothetical
prostate cancer case [2, 6]. We worked with two prostate cancer
clinicians who were not participating in the study to clarify the
hypothetical clinical case information.

Essential medical information that clinicians view as significant
for treatment plan evaluation was added to the tool for patient
education, as well as factors such as cost, duration, and pain lev-
els that the patients prioritized in Study 1. This presentation of
relevant information is in the service of the system’s primary func-
tion of prompting dialogue and understanding between clinicians
and patients. Such mutual engagement can assist both parties in
developing a well-rounded perspective on the potential benefits,
drawbacks, and implications associated with each treatment option
[28, 47, 58]. In addition, i-SDM was designed to empower patients
by offering direct links to high-quality online support resources.
Given that all of our patient participants discussed turning to online
resources for better understanding, the integration of such links
into the system will help direct them to applicable and high-quality
sources of information, including educational materials, emotional
support networks, and practical guidance to navigate their medical
journey more effectively.

We ultimately developed a six-step presentation format, in
which various comparison factors are presented to the patient and
clinician in sequence before reaching a concluding summary page.
The six steps are categorized into three stages: patient assessment,
risk evaluation with AI, and patient end decision. The multi-stage
evaluation process allows the SDM dialogue to step through each
important factor sequentially so that none are overlooked (Figure 2).
In Step 1, patients begin by indicating the factors that they are most
concerned about, out of the ten overall metrics that we developed
from the interviews. In Step 2 they are asked to confirm basic in-
formation about the patient’s diagnosis and personal demographic
factors. In Step 3, they can start to compare the treatment options
by looking at associated survival rates. Step 4 presents potential
side effects and risks, and Step 5 presents other factors as selected
by the user out of the ten possible factors. Finally, Step 6 presents
a summary overview of the treatment option factors and links to
more in-depth information. All of these screens can be printed out
for further discussion or to share with friends and family members.

ML models are integrated in Steps 2, 3, 4, and 5 of this process.
Step 2 generates a patient’s full clinical case description as well
as a short summary based on the patient’s existing clinical profile,
by leveraging the extractive summarization feature of GPT-4, a
pre-trained large language model (LLM). In Step 3, i-SDM employs
the ML algorithm - Light Gradient Boosting Machine (LightGBM)
- to provide personalized ranges of predicted survival rates from
the potential treatments suggested by the clinicians. This model
generates the survival rates based on historical demographic data in
the Medical Information Mart for Intensive Care (MIMIC-IV) [49]
database, tailoring it to the patient’s individual circumstances. Par-
ticipants can set the prediction length to three months, six months,
one year, or five years. Then, in Step 4, participants proceed to
compare the specific side effects and risks of treatments. The ML
model displays the predicted range of possibilities that specific
participants may experience specific side effects, based on their
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Figure 2: i-SDM prototype’s multi-stage evaluation process and Study 2 testing process. (The interactive presentation of this
process is available in the supplementary material video.)

demographic information. The LLM was also used to formulate
accessible explanatory information for describing the side effects.
Step 5 contains the LLM-generated explanations about pain de-
gree, nursing service, treatment fee, and other specific factors that
are tied to the specific types of cancer. As "wizards," we manually
rectified a few errors in the machine learning-curated results. It’s
important to note that the primary focus of this study is not to
assess the predictive or summarization capabilities of these LLM or
ML models.

6.3 Usability Evaluation of the Prototype SDM
System

To evaluate the i-SDM tool’s usability, we conducted testing in-
terviews with 18 older adult cancer survivors (11 women, 7 men,
mean age 69.22, SD = 7.33) and 7 cancer-related clinicians (mean
years of practice 13.6, SD = 9.42). The usability study addresses
RQ2: SDM AI usability acceptance in older adult cancer pa-
tients and RQ3: patient and clinician perceptions of SDM AI
effectiveness.

The Study 2 interviews with patients are divided into 4 main
question categories: demographics, clinical decision-making pro-
cesses, i-SDM prototype usability testing (adapting evaluation met-
rics from International Patient Decision Aids Standards (IPDAS),
the Interprofessional Shared Decision Making Model (IP-SDM), and
Patient Education Materials Assessment Tool (PEMAT) [84]), and

recommendations for i-SDM’s future improvements. In each inter-
view, we first asked about the patient’s experiences with the clinical
process and the extent of their perceived knowledge and engage-
ment. Without showing them our prototype, we then explained
the concept of SDM and asked how they felt about it. Finally, we
introduced them to our i-SDM system and asked for feedback about
the interface and for suggestions to improve it.

The interviews with clinicians were divided into three main sec-
tions: recent SDM experiences, i-SDM prototype usability testing,
and recommendations for i-SDM’s future improvements. Similar
to the patient interviews, we first discussed the clinicians’ general
view of SDM without showing them our system, and then sub-
sequently introduced i-SDM for feedback. In addition to asking
the clinicians to evaluate the system’s interface and usability, we
also sought their perspective on the likelihood of i-SDM reducing
medical errors and enhancing the quality of healthcare outcomes.

7 STUDY 2 FINDINGS
7.1 Participant Evaluations of the SDM AI

System
We used the recorded video and audio data to evaluate the i-SDM
system, employing a combination of Visual-Verbal Video Analy-
sis (VVVA) [35], semantic analysis, axial coding [10], and affinity
diagrams [25]. Participants in the experiment were prompted to
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Study 2 Patient
Participant ID Age Gender Education

Level Race/Ethnicity Cancer Type

P8 82 F High School Caucasian III stage Ovarian Cancer
P9 60 F B.S. Caucasian IV stage Breast Cancer, Lyme Disease
P10 66 M High School African American Prostate Cancer
P11 70 M B.S. African American II Stage Prostate Cancer
P12 71 M Ph.D. Caucasian II stage Prostate Cancer
P13 64 F M.S. Caucasian II stage Thyroid Cancer
P14 63 F High School Asian I stage Urinary Cancer
P15 75 M Ph.D. Caucasian II stage Prostate Cancer
P16 63 F N/A Caucasian Breast Cancer
P17 63 M High School Caucasian II stage Prostate Cancer, Skin Cancer
P18 72 F M.S. Caucasian I stage Urinary Cancer
P19 62 F B.S. Caucasian III stage Rectal Cancer

P20 68 F B.S. Caucasian Thyroid Cancer,
Triple-Negative Breast Cancer

P21 68 F J.D. Caucasian Thyroid Cancer
P22 85 M M.S. Caucasian Prostate Cancer
P23 62 F M.S. Caucasian Blood Cancer (Myeloma)

P24 70 M J.D. Caucasian Blood Cancer (Multiple Myeloma),
Skin Cancer

P25 82 F High School Caucasian I stage Breast Cancer, Sepsis

Table 4: Study 2 patient participant profiles, including age, gender, education level, ethnicity, specific cancer stages, and estimated
family income level.

Study 2 Clinician
Participant ID Clinical Domain Experience SDM in Current Practice (%)

C6 Cancer 33 yrs 80
C7 Breast Cancer 15 yrs 60
C8 Cancer 5 yrs 70
C9 Oncology 11 yrs 20
C10 Pharmacy 3 yrs 50
C11 Cancer 9 yrs 60
C12 Nursing 19 yrs 70

Table 5: Study 2 clinician participant profiles, including practice domain, years of clinical experience, and self-report SDM rate
in the current practice.

vocalize their thoughts while engaging with all six steps of the
prototype (Fig 2). We parsed this data to examine: (a) the type of
information that the participants sought at each step, (b) their pro-
cess of synthesizing and interpreting information from i-SDM, and
(c) their approach to prioritizing the clinical information within a
limited timeframe.

Next, we performed axial coding to synchronize participants’
verbal, visual, and/or gestural cues, and assigned corresponding
labels as illustrated in Table 6, Negative cues were represented by
the color red, positive cues by green, and neutral cues by yellow.
These color codes were used to create a heatmap of the i-SDM

interface, with more highly saturated colors indicate more extensive
interactions with the prototype. An example heatmap for Step 6
of the i-SDM process is shown in Figure 3. Through the use of
color, this heatmap shows the outcomes for participants’ verbal
and behavioral responses to the SDM AI system’s interface.

In this usability study, older adult cancer patient participants
spent an average of 23.3 minutes interacting with the i-SDM proto-
type, while clinician participants spent an average of 19.6 minutes.
A total of 316 labels were collected, comprising 145 positive cues
labels (45.89%), 73 neutral cues labels (23.10%), and 98 negative cues
labels (31.01%).
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Table 6: i-SDM prototype’s sample coding label for usability testing analysis.

Figure 3: i-SDM prototype’s heatmap for evaluating users’ acceptance for step six: Finalize Decisions. The other five steps
heatmap are presented in the appendix (Section A.1: Figure 4).

7.2 AI Usability Acceptance in Older Adult
Cancer SDM

7.2.1 Information Accessibility. The study participants had over-
all positive reactions to how i-SDM presented information. One
notable theme emerging from the interviews is that the system’s
graphical presentations effectively communicate treatment com-
parisons. This is commensurate with the Study 1 findings, in which
participants also desired clear graphical comparisons. P8 from Study
2 commented:

“I think it’s fabulous that the patient can see this SDM
prototype if they’re talking to the clinician in the office.
I know the clinicians would say, “Well, surgery and
radiation, both are 98% and active surveillance is 96%.”

Unless you’re going to sit there and take lots of notes,
that information isn’t going to stick, especially to older
cancer patients like me. But it is wonderful that you
can actually see predictive survival. There’s only a 2%
difference in survival, and it’s still really good” (P8,
stage 3 ovarian cancer patient).

The clinician participants also reiterated the importance of using
accessible language to explain the treatment plans, an approach
that can enhance patient confidence and empower them to play a
more active role in decision-making:

“The [clinical decision-making] process can be quite
daunting, as making a decision without access to highly
reliable information can be emotionally overwhelming.
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The fear that arises stems from the uncertainty of not
having concrete, trustworthy details, leaving patients
unsure about the most suitable treatment to follow”
(C11, Cancer).

7.2.2 Trust. The interview participants emphasized that trust is
key to building patient-clinician therapeutic relationships. How-
ever, distrust of the healthcare system as a whole is well-established
and currently rising in the U.S. The i-SDM prototype confronts the
task of winning patients’ trust and respect as effectively as possible.
Patients directed to a technological information source may some-
times feel shunted or question their clinician’s knowledgeability.
The goal of any such system should be to help patients to feel more
knowledgeable and active in the process. Some of the interview
responses appeared to indicate that i-SDM was successful in this
task:

“Spending time to understand what specific treatment
is hard for us to process because they just don’t know
anything about this. It’s scary because making this clin-
ical decision could be emotional without highly reliable
pieces of information” (P10, prostate cancer patient).

The participants also felt that using i-SDM could encourage more
open dialogue, particularly by providing openings for patients to ex-
press their concerns, invoke their preferences, and seek clarification
about their treatment options. Such enhanced communication is in-
trinsically valuable, and it may provide clinicians with information
that would otherwise be overlooked or withheld:

“Through this step-by-step SDM [process], cancer pa-
tients like me have the opportunity to learn each treat-
ment option’s survival rates and risks, acknowledge var-
ious cancer research or resources, and I can calm myself
down even [cancer] has so much uncertainty and is very
complex” (P18, stage 1 urinary cancer patient).

7.2.3 Assistive Role. Clinicians envisioned i-SDM to serve as an
assistant system to support in-person visits. i-SDM helps clinicians
with explanations in lay languages and interactive visualizations.
“...[clinicians’] preference may lean toward verbal communication,
delivering essentially the same information verbally as the i-SDM
system presents visually. However, I do see a valuable role for this in
the clinic that we could display it briefly, maybe for 2 or 3 minutes,
while explaining things [to cancer patients]” (C9, Oncology).

A clinician worried about i-SDM which may diminish clinician
skills and partially undermine their authority in clinical decision-
making. “[i-SDM] is a tool for the clinician to use together with cancer
patients. . . It’s important that [i-SDM] will not replace the clinicians
or caring staff. This is a tool to help cancer patients in their decisions,
just like a telephone, or a fax machine which helps them communicate
efficiently with their doctor” (C7, Breast Cancer).

7.3 Perceptions of SDM AI Effectiveness
7.3.1 Patient Education. Several interview participants affirmed
the view that i-SDM has the potential to improve patients’ health
literacy. For example, one stated that:

“For me, the first step is [go to] the primary care provider.
Next, I need to know and learn more. And I think most
patients would love to learn more about their cancer .

. . because it is quite serious and it is about my life. I
need to collect as much information as I possibly can.
So I think this i-SDM platform is a good approach to
educate us” (P24, blood and skin cancer patient).

Such improved knowledge and engagement could potentially
lead to better health outcomes, as some patients acknowledged:
“When you feel confident and optimistic about a clinical decision and
staff, your medical or health outcome will be better” (P20, thyroid
and triple-negative breast cancer patient). One likely outcome is
improved treatment adherence, as patients may better comply with
the chosen treatment plan if they feel that they understand it and
have an active role in the decision-making process.

However, three clinicians (C6, C9, C11) suggested a concern
about i-SDM which may require to allocate extra time and energy
to explain to patients. “SDM is like an investment because it takes
time, it takes education, sometimes it takes negotiating, and so on”
(C6, Cancer). Implementing shared decision-making in cancer care
requires dedicating time, resources, patient education, and occa-
sionally negotiation to achieve the best treatment outcomes. Using
the i-SDM system might raise patients’ expectations to receive full
explanations of all aspects of clinician’s evidence-based processes
and diagnoses, which are often extremely technical and would be
onerous and/or overwhelming to explain to non-specialist patients.
“It’s very difficult for the patients to hop on board and identify with
their process or with their treatment and collaborate if they are not
familiar with the [cancer] field” (C9, Cancer).

7.3.2 Resource Limitations. The patient participants alsomentioned
that the system could likely help overcome some of the limitations
imposed by time constraints in clinical practice. Although larger
systemic changes beyond the scope of our project will be needed to
ensure that clinicians have adequate time to spendwith patients and
that effective SDM practices become more common, the efficiency
provided by the system can assist in reducing communication bur-
dens. One patient noted that: “Spending time to understand what
specific treatment is hard for us to process because they just don’t
know anything about this. It’s scary because making this clinical deci-
sion could be emotional without highly reliable pieces of information”
(P12, stage 2 prostate cancer patient).

8 DISCUSSION
The findings from the interviews in both Study 1 and Study 2 re-
vealed that the clinicians and older adult patients expressed agree-
ment with the SDM approach. They also affirmed that using infor-
mation technologies such as i-SDM has a valuable role in enhancing
clinician–patient dialogues. The primary value attributed to the use
of such technologies was their ability to improve communication
by providing ready-made, lay-language descriptions of medical
treatments and their benefits and risks, and visualizing related
information through graphs and illustrations.

8.1 Participants’ Concerns about the SDM AI
System

Three cancer patients and two clinicians from Study 2 expressed
concerns with AI prediction accuracy regarding topics such as five
years’ survival rate. While one of the potential advantages of AI is
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greater personalization and detailed inputs, some participants also
believed that AI would be unable to address complex medical cases:

“A lot of cancer patients need personalized care because
their scenarios are pretty complex. That’s why AI could
only cover some common basic diseases but not complex
diseases like cancer. For example, I had knee surgery,
and got sepsis three months before being diagnosed with
breast cancer. AI can predict each singular disease, but
the combination would be very complex and need senior
doctors’ inputs” (P25, I stage Breast Cancer patient).

Since the diagnosis-to-treatment process is a complicated evidence-
based practice, and if patients without sufficient clinical background
use it, it may become a huge burden for healthcare professionals to
break down the evidence-based process and explain the detailed
reasons for forming the treatment options [70]. Without clear ex-
planations and details, both cancer patients and healthcare pro-
fessionals have doubts about the i-SDM system. The participants’
concerns about AI predictions may undermine the accountability
and trustworthiness of the i-SDM prototype. Our Study 2 findings
regarding users’ trust of AI (Section 7.2.2) were also grounded in a
perception that it would not be able to accurately predict specific
numerical values for intricate cancer treatment outcomes. This lack
of trust in AI predictions is also linked to the working principle
identified in Study 1, which highlighted the diverse nature of pa-
tient situations and disease characteristics. In the context of the
older adult cancer patient population, limited existing data points
and clinical trials contribute to participants’ concerns regarding
the effectiveness of the AI-based system.

Finally, some participants expressed concerns about privacy and
confidentiality issues when using the i-SDM system, as they did
not feel sufficiently reassured that the SDM AI system would not
share or exploit their personal health information.

8.2 Participants’ Unwillingness to Participate in
the SDM Process

Two cancer patients (P13, P22) and one clinician (C8, Cancer) par-
ticipant from Study 2 expressed unwillingness to participate in
the SDM process. The patients who rejected SDM stated that is
seemed like an excessive burden and responsibility, and theywanted
healthcare professionals to make a knowledgeable decision with-
out asking for the patients’ opinions. These patients felt that their
lack of knowledge or other issues such as language barriers would
make the SDM process uncomfortable and ineffective, and they did
not regard systems such as i-SDM as useful for mitigating these
concerns.

The clinician who rejected SDM stated that having to negoti-
ate with patients about treatments could lead to “suboptimal” (C8,
Cancer) outcomes, that most patients lacked the background neces-
sary to understand medical information and make a good decision,
and that engaging in SDM would be a tremendous time burden on
already overstrained clinical staff. C8 also pointed out that “misin-
formation in clinical cancer settings is counterproductive, especially
considering the strong emotional reactions patients have to a cancer
diagnosis” (C8, Cancer). From this point of view, the educational
function of SDM could create mental health challenges if patients
find the information to be overwhelming or alarming. In addition,

however, the clinician was also very skeptical about the AI’s ability
to provide accurate and accessible information, leading to the view
that it would produce misinformation or simply increase the burden
on clinicians when striving to optimize treatment decisions and
convince patients of the need for these treatments. These strong
opinions indicate that SDM processes may not be suitable for all
patients or clinicians. While a better explanation of how the tech-
nology works might alleviate some of this hesitancy, it is unlikely
to make much of a difference in the perspectives of those who are
fundamentally adverse to any kind of SDM approaches.

8.3 The Role of AI in Overcoming Cancer
Disparities

Cancer patients require a great deal of family or caregiver support,
which may include extra physical and mental care [99]. While most
of the cancer patients in the current study had strong support net-
works and the opportunity to receive the most up-to-date medical
care, this is not the case for other patients who might lack health-
care insurance, be socially marginalized, and/or live in under-served
areas [93]. These differences in access to healthcare resources and
information significantly increase cancer outcome disparities [36].

One of the advantages of systems such as i-SDM is that they
are inexpensive and easily distributed to provide the same cutting-
edge medical analyses and healthcare information support to all
patients and clinical practitioners. By incorporating high-quality
medical translations, they may also be useful in overcoming lan-
guage barriers between patients and clinicians. This can assist in
the goal of ensuring that every patient has access to the resources
and knowledge needed to make informed decisions about their care
and to navigate their medical journey with empowerment. Offering
comprehensive and easily accessible information, the step-wise
SDM AI system aligns with the working principles identified in
Study 1, ensuring it meets the criteria for desired patient engage-
ment. This interactive system is designed to accommodate users
with varying levels of clinical knowledge. The i-SDM approach
acknowledges the importance of the psychosocial and emotional
dimensions in medicine, providing clinical information, opportuni-
ties for dialogue about lifestyle factors and personal concerns, and
links to community support networks.

8.4 Implications for Human–Computer
Interaction (HCI) research on AI in
Healthcare

Our studies’ findings address gaps in prior SDM deployment in
clinical practice, particularly concerning older adult cancer patient
populations. These findings propose four main implications for
informing HCI research on AI integrations in healthcare settings:

First, one of the greatest strengths of AI-based systems in this
context is to assist in creating clear and personalized explana-
tions of medical information and good communication between
patients and clinicians. Although most of our patient participants
ultimately concurred with their clinicians’ recommended treatment,
the AI-based system helped them to better understand this choice
and gave them opportunities to discuss with clinicians how the deci-
sion related to their personal priorities. The transparent and detailed
explanations provided by AI gave the older adult cancer patients
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easy-to-understand information so that they could better grasp how
clinicians are making decisions. This helped to remove some of the
communication burdens from clinicians while simultaneously pro-
moting discussion and contributing to a patient-centered clinical
paradigm.

Second, participants did not believe that AI systems would ever
be able to substitute for clinicians’ decision-making. Instead, AI
should serve to provide educational and informational resources.
By providing personalized analytics and well-vetted data, AI can
help both patients and clinicians to confirm their understanding
of medical needs and treatment options, leading to an informed,
mutually agreed-upon decision. When grounded in clear and com-
prehensive data sources and accessible explanations, AI-based tech-
nologies can help patients and clinicians to feel more confident
about these decisions.

Third, researchers should focus on the ability of AI to provide
personalized predictions, which can be more informative for pa-
tients and clinicians compared to generic data summaries. For ex-
ample, treatment outcomes for patients who have various comor-
bidities (combinations of different health conditions) may differ
significantly from the overall treatment outcome statistics. AI can
assist in immediately providing data that is tailored to such indi-
vidual factors.

Fourth, both patients and clinicians are likely to have concerns
about relying on AI technologies for medical information, and
theses concerns need to be addressed by technology developers
to promote confidence and acceptance. Such tools can benefit by
providing simple explanations to users about “how AI works” to help
establish trust in the clinical AI system. Transparency concerning
the training data source, model accuracy, potential biases in the ML
model, and the privacy of patient’s data can all contribute strongly
to promoting user acceptance of the technology. Trust may also be
enhanced by a well-designed interface that walks users through
the information step-by-step instead of presenting overwhelming
up-front complexity.

9 LIMITATIONS AND FUTUREWORK
A notable limitation in this work is that both Study 1 and Study 2
used a small and unrepresentative participant sample, consisting
primarily of Caucasians with a high extent of educational attain-
ment, living in a high-income university town. Further research
will be needed to confirm the findings for a more diverse participant
sample and for a wider range of healthcare settings. Participants
without higher education degrees may face greater challenges in
accessing healthcare, and may have different informational needs
and different perspectives on the patient–clinician relationship.
The specific patient diseases and clinician specialties included in
our participant sample may also have affected the findings. Fur-
ther research will be needed to confirm the findings for a more
diverse participant sample and for a wider range of healthcare
settings. In particular, participants without higher education de-
grees may face greater challenges in accessing healthcare, and may
have different informational needs and different perspectives on
the patient–clinician relationship.

Moreover, the recruitment process for Study 2 targeted cancer
survivors; i.e., patients who have already completed their cancer

treatment decisions. This may have introduced bias in the results
regarding attitudes and opinions on SDM, in comparison to pa-
tients who are still actively engaged in the clinical decision-making
process. It should be noted that clinical decision-making becomes
increasingly complex as patients age, due to the involvement of mul-
tiple comorbidities and their previous medical history, and patients
who are in poor health may be less able or interested to participate
in SDM. The hypothetical cancer case that we used when present-
ing the i-SDM technology to participants was relatively simple and
involved a limited number of treatment options. More development
and testing will be needed to evaluate the utility of the technology
for patients and clinicians who are dealing with more advanced
and complex medical conditions.

In addition to considering a broader and more diverse participant
sample, we recommend that future studies in this area should closely
examine individual differences in technology use, and consider
different medical diagnoses (more or less complex) as a variable.
An important focus for future work is reaching a more nuanced
understanding of how technology can be optimally leveraged in
the SDM process. While our study has shed light on the benefits
and usability of the prototype i-SDM system, it would be valuable
to examine its use in actual patient–clinician interactions to help
determine its effectiveness and how it can be better tailored to meet
users’ needs. This will pave the way for design improvements to
better align the system with the requirements of both patients and
clinicians.

Hence, it is crucial to acknowledge that different types of cancer
present unique challenges and considerations. Each cancer field
has its own characteristics, treatment modalities, and patient popu-
lations, which can significantly influence the dynamics of SDM and
the role of technology. To account for these variations, future work
should involve step-wise comparisons and analysis specific to cer-
tain types of cancer. By focusing on specific cancer contexts, we can
delve into the nuances and intricacies of SDM and technology uti-
lization within those domains, further refining our understanding
and tailoring interventions accordingly.

10 CONCLUSION
Our study demonstrated the potential of a patient-centered SDM
AI system for empowering older adult cancer patients in the cancer
decision-making process. Study 1 revealed patient and clinician
participants’ views and needs in relation to SDM, eliciting ten im-
portant factors that should be considered when making a treatment
decision. SDM was found to be effective in enhancing communi-
cation and relationships between older adult cancer patients and
their clinicians. Study 2 gathered feedback and insights about the
design of the i-SDM system and its prospects for improving pa-
tient satisfaction. The majority of the older adult cancer patient
and clinician participants viewed the i-SDM system as potentially
useful and effective, especially in its role of reducing the burden on
clinicians as they communicate complex medical knowledge. The
aging-friendly multi-stage SDM process provided empowerment
and support for older adult cancer patients during challenging times
by breaking down complex decision-making. i-SDMwas also shown
to enhance clinical efficiency and improve healthcare experiences
in this understudied population. The overall findings contribute



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Hao, et al.

to the research literature on healthcare support technologies and
advance a promising vision for sustainable patient–clinician SDM
dialogues. Emphasizing the crucial role of transparent explanations,
accessibility, and trust-building, the paper provides useful insights
for healthcare and AI communities, and points toward potential
directions for future HCI research in the context of older adult
cancer patients.
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A APPENDIX
A.1 Step-wise Heatmap Analysis

Figure 4: Heatmap visualizations for each step of i-SDM prototype.
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A.2 Cue Labels Analysis across Steps in Study 2

Figure 5: Barplot illustration of positive, neutral, and negative labels across all six steps. The barplot presents cue label data
collecting from seven clinician participants (darker bars) and eighteen patient participants (lighter bars) in Study 2. Green,
yellow, and red bars correspond to positive, neutral, and negative cue labels. The grey numbers above each bar indicate the
total number of labels for the total number of code labels of each stage.
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